


P R E V I O U S L Y I S S U E D N U M B E R S O F 
B R U E L & K J / E R T E C H N I C A L R E V I E W 

4-1977 General Accuracy of Sound Level Meter Measurements. 
Low Impedance Microphone Calibrator and its Advantages. 

3-1977 Condenser Microphones used as Sound Sources, 
2-1977 Automated Measurements of Reverberation Time using 

the Digital Frequency Analyzer Type 2131. 
Measurement of Elastic Modulus and Loss Factor of PVC 
at High Frequencies. 

1-1977 Digital Filters in Acoustic Analysis Systems. 
An Objective Comparison of Analog and Digital Methods 
of Real-Time- Frequency Analysis. 

4-1976 An Easy and Accurate Method of Sound Power Measure­
ments. 
Measurement of Sound Absorption of rooms using a Re­
ference Sound Source. 

3-1976 Registration of Voice Quality. 
Acoustic Response Measurements and Standards for 
Motion-Picture Theatres. 

2-1976 Free-Field Response of Sound Level Meters. 
High Frequency Testing of Gramophone Cartridges using 
an Accelerometer. 

1-1976 Do We Measure Damaging Noise Correctly? 
4-1975 On the Measurement of Frequency Response Functions. 
3-1975 On the Averaging Time of RMS Measurements 

(continuation). 
2-1975 On the Averaging Time of RMS Measurements 

Averaging Time of Level Recorder Type 2306 and "Fast" 
and "Slow" Response of Level Recorders 2305/06/07 

1-1975 Problems in Telephone Measurements. 
Proposals for the Measurement of Loudness Ratings 
of Operators' Headsets. 
Comparison of Results obtained by Subjective 
Measuring Methods. 
Repeatabilities in Electro-Acoustic Measurements on 
Telephone Capsules. 
Stable Subset Measurements with the 73 D 
Vibration Testing of Telephone Equipment. 

4-1974 Underwater Impulse Measurements. 
A Comparison of ISO and OSHA Noise Dose 
Measurements. 
Sound Radiation from Loudspeaker System with the 
Symmetry of the Platonic Solids. 

(Continued on cover page 3) 



TECHNICAL REVIEW 

No. 1 — 1978 



Contents 

r 

Digital Filters and FFT Technique in Real-t ime Analysis 
by R. B. Randall and R. Upton 3 

News f rom the Factory 26 



Digital Filters and FFT Technique 
in Real-Time Analysis 

by 

R. B. Randall and R. Upton 

ABSTRACT 

The ever decreasing price of digital components has meant that al l-digital methods of real­
t ime analysis now predominate where previously analog or hybrid methods were used. This 
article discusses the two main methods of digital real-t ime analysis, namely FFT, (Fast Fou­
rier Transform), and Digital Fi l ter ing. It shows that wh i le FFT is ideal for producing an analy­
sis w i th constant bandwidth on a linear frequency scale, Digital Filtering is the best method 
to use for constant percentage bandwidth measurements on a logari thmic frequency scale. 
Applications of the two methods are also discussed, part icularly w i th respect to the choice 
of the correct analyzer for a given appl icat ion, together w i th the whole concept of " rea l ­
t i m e " and when real-t ime analysis is really necessary. 
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SOMMAIRE 

Du fait de la d iminut ion constante du prix des composants digi taux, les techniques ent iere-
ment numeriques d'analyse en temps reel pr£dominent actuel lement, alors que auparavant 
on uti l isait les techniques analogiques ou hybrides. Cet article traite des deux principales 
techniques d'analyse numerique en temps reel, la FFT (transformed de Fourier rapide) et 
I'emploi de f i l tres numeriques. II montre que si la FFT est ideale pour I'obtention d'une analy­
se a bande constante sur une echelle de frequence l ineaire, I'emploi de f i l tres numeriques 
constitue la meil leure methode pour les analyses a pourcentage de bande constant sur une 
echelle de frequence logar i thmique. Cet article traite egalement des applications de ces 
deux met nodes, en particulier du point de vue du choix de I'analyseur convenant le mieux a 
une application donnee; il t rai te, en outre, du concept g6ne>al de " temps r£e l " et indique 
dans quels cas ('analyse en temps reel est vraiment necessaire. 

ZUSAMMENFASSUNG 

Der immer wei ter sinkende Preis digitaler Komponenten hat bewirkt , date volldigitale Metho-
den in der Echtzeitanalyse die f ruheren analogen oder hybriden Methoden immer weiter ver-
drangen. In diesem Art ikel werden die beiden wicht igsten Methoden digitaler Echtzeitana­
lyse, namlich FFT (Fast Fourier Transform — Schnelle Fourier Transformation) und digitale 
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Filter, diskutiert. Es wird gezeigt, date FFT am geeignetsten fur Analysen mit konstanter Ab-
solutbandbreite auf linearer Frequenzskala ist, wahrend sich digitale Filter als die beste Me-
thode fur Analysen mit konstanter Relativbandbreite auf logarithmischer Frequenzskala er-
weisen. Fur beide Methoden werden Anwendungsbeispiele diskutiert, wobei speziell auf die 
Wahi des richtigen Analysators fur einen gegebenen Fall eingegangen wi rd , zusammen mit 
dem gesamten Echtzeit-Problem und wenn Echtzeit-Analysen wirkl ich notwendig sind. 

Introduction 
In recent years there has been a rapid development in the field of fre­
quency analysis instrumentat ion. In particular, the constantly fall ing 
price of digital components has meant that completely digital instru­
ments are now very competitive wi th the older analogue analyzers previ­
ously used for frequency analysis, and have completely replaced them 
for certain applications. The name RTA (Real-time Analyzer) has be­
come a commonplace term for a rapid analyzer producing a complete 
spectrum in parallel and displaying it on a continuously updated screen. 
This feature of rapidly producing continuously updated spectra is very 
valuable for trouble-shooting, but one of the purposes of this article is 
to discuss the importance of the concept of " rea l - t ime" ; when it is and 
when it isn't really necessary. 

The main purpose, however, is to discuss the pros and cons of the two 
major digital methods for obtaining a real-time analysis, viz. (recursive) 
digital f i l tering and FFT (Fast Fourier Transform). It is found that digital 
f i l tering is the best technique for constant percentage bandwidth analy­
sis (on a logarithmic frequency scale) whi le FFT is the best technique to 
use for constant bandwidth analysis (on a linear frequency scale). Thus 
the choice of the correct analyzer for a given application depends 
greatly on which of these two forms of presentation of the results is 
preferred or required. 

There may appear to be an inconsistency in the fact that Bruel & Kjaer's 
1 /3-Octave Digital Frequency Analyzer Type 2131 (Fig. 1) (based on dig­
ital filtering) is real-time up to 20 kHz whereas the Narrow Band Spec­
trum Analyzer Type 2031 (Fig.2) (based on FFT) is real-time only to 
2 kHz. In fact there is no real inconsistency because a narrow-band an­
alyzer would most often be used to analyze signals containing discrete 
tones (e.g. machine vibrations), and a discrete frequency must remain 
constant for an appreciable t ime before it can be recognized as such, 
whereas signals which change rapidly, and for which a real-time fre­
quency up to 20 kHz is more likely to be necessary, wi l l often be intr in-
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/Vp. 7. Digital Frequency Analyzer Type 2131 

Fig.2. Narrow Band Spectrum Analyzer Type 2031 

sically broad-band and thus optimally analyzed in 1/3-octaves. This is 
a fairly broad statement, but w i l l be enlarged upon later in the article 
when typical examples of applications of the two techniques wi l l be 
given. 

The prospective purchaser of an up-to-date " rea l - t ime" analyzer is 
faced w i th a diff icult choice, because it is only rarely that he wi l l be 
able to acquire both analyzer types. It is hoped, however, that the pres­
ent discussion wi l l aid the decision by giving an objective survey of the 
pros and cons of each type. In part icular, there are situations where 
one or the other type is absolutely necessary, and a few situations 
where, in fact, both may be required. There are stil l a number of situa­
t ions, however, in wh ich the choice is not so clear-cut, but at least the 
information given here wi l l a l low the choice to be made objectively, 
w i th the appropriate weight ing being given to those factors wh ich play 
a signif icant role in a particular case. 
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Choice of Frequency Scale and Bandwidth 
As ment ioned, there is a basic choice to be made between constant ab­
solute bandwidth and constant relative (percentage) bandwidth where 
the absolute bandwidth is a fixed percentage of the tuned centre fre­
quency. Fig.3 compares these two alternatives on both linear and logar­
ithmic frequency scales and i l lustrates one of the most fundamental dif­
ferences between them. 

Fig. 3. Difference between a constant bandwidth analyzer and a con­
stant percentage bandwidth analyzer 

Constant bandwidth gives uniform resolution on a linear frequency 
scale, and this gives equal resolution and separation of harmonical ly re­
lated components wh ich facil i tate detection of a harmonic pattern 
(Fig.4). 
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Fig.4. Vibration spectrum having many harmonically related compo­
nents 

Other situations where this capability is desired are in the separation of 
equally-spaced sidebands (resulting f rom modulation) and in the detec­
t ion of sub-and " in ter " -harmonics wh ich result f rom mechanical loose­
ness (rattl ing). This sort of problem is usually associated w i th diagno­
sis. However, the linear frequency scale automatical ly gives a restric­
t ion of the useful frequency range to (at the most) two decades,as is evi­
dent from Fig.3. 

Constant percentage bandwidth, on the other hand, gives uni form 
resolution on a logarithmic frequency scale and thus can be used over 
a wide frequency range of 3 or more decades. (Fig.3.) 

A typical situation where this is important is in acoustical studies 
where it is desired to cover the entire audio range (20 Hz— 20 kHz). 
Another is in spectrum monitor ing of machines where it is often neces­
sary to cover the range from half running speed to say, three t imes a 
tooth meshing frequency; this can easily extend over 3 decades. 
Another feature of constant percentage bandwidth is that it corre­
sponds to constant Q-factor (amplif ication ratio of resonant peaks) 
(Fig.5). It is thus both natural and efficient to analyze spectra domi­
nated by structural resonances on a logarithmic frequency scale w i th a 
constant percentage bandwidth somewhat narrower than the narrowest 
resonant peak. 

Other grounds for using a logarithmic frequency scale (though not ne­
cessarily constant percentage bandwidth) are: 
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Fig. 5. Relationship between the amplification factor Q and the rela­
tive bandwidth b 

a) Small speed changes in, say, a machine only give a lateral displace­
ment of the spectrum, thus simpli fying direct comparison. 

b) Certain relationships can most easily be seen on log-log scales such 
as for example, integrat ion, wh ich gives a change in slope of 
— 2 0 d B / d e c a d e and thus means that constant velocities and dis­
placements are represented by straight lines on an acceleration vs. 
frequency diagram. 

Real-time analysis — when is it necessary? 
Perhaps the most succinct defini t ion of "Rea l - t ime" frequency analysis 
is "analysis of all the signal in all frequency bands all of the t i m e " . A 
necessary (though not sufficient) condit ion is that the calculation pro­
cess must be at least as fast as the t ime taken to collect the data pro­
cessed. Where the data is processed blockwise (as in the FFT proce­
dure) then it is also necessary to store the new data arriving whi le a cal­
culation process is going on, in order that none be missed. Where the 
data is processed on a sample-for-sample basis (as in digital f i l tering) 
then this intermediate storage is not required. 

Before discussing when real-t ime analysis is necessary, it is perhaps a 

8 



good idea to give some examples of situations where it isn't really ne­
cessary, even though a rapid analysis may be desirable. 

1) For stationary signals — These are virtual ly defined as signals 
whose statistical properties do not change w i th t ime, and thus any 
portion of a given length is an equally valid sample of the signal. An 
average over a number of non-overlapping samples wi l l give an 
equally valid result whether or not the samples are contiguous (the 
real-t ime case). Real-time analysis w i l l , of course, give the result in 
the shortest possible t ime, but even if for example only 10% of the 
total signal is analyzed, the analysis t ime may still be short in com­
parison w i th the t ime taken to set up the measurement, and there­
fore quite acceptable. For example, an average of ten 400- l ine 
spectra w i th 20kHz ful l-scale frequency wou ld take 2 0 0 ms in real­
t ime, but still only 2 s where only 10% of the total signal is pro­
cessed. Both answers would be equally val id. 

2) For transients (where the entire signal to be analyzed fits into the an­
alyzer memory) — Only the recording in the memory has to be in 
real-t ime; the analysis can of course, be performed after the signal 
has been recorded. 

3) For slowly changing non-stationary signals — Even though a signal 
is non-stationary, it does not necessarily have to be analyzed in real­
t ime, this depending on how rapidly it is changing. For example, for 
machine run-ups and run-downs it is unlikely that the signal would 
change signif icantly in 2 0 0 ms (the calculation t ime for the 2 0 3 1 A n ­
alyzer) even though the memory length in the 20 kHz frequency 
range is 20 ms. Thus, reading out a new spectrum every 2 0 0 ms (or 
even slower) would often adequately describe the changing signal. 

Turning to the question of when real-t ime analysis is required, it wi l l 
be seen to be only when the above considerations do not apply, viz., for 
rapidly changing non-stationary signals. Three typical examples should 
make this clear. 

a) Speech analysis — Speech sounds last typically 4 0 ms or so, and 
there are rapid transit ions between them, from vowels to plosives, 
for example. On the other hand, it must be kept in mind that to ben­
efit from the real-t ime analysis of speech it is necessary to feed the 
results into a computer. Even appreciation of the results by eye may 
be diff icult; the authors know of a case where a Digital Event Recor­
der Type 7 5 0 2 was used to s low down a speech signal by a factor of 
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100:1 to permit the changes to be perceived visually on a real-time 
analyzer (with 100 Hz full-scale frequency thus corresponding to 
10 kHz in the original signal). The analyzer used (Type 3348) was in 
fact capable of analyzing in real-time to 10 kHz. This also indicates 
how speech may be analyzed by an analyzer wi th lower real-time fre­
quency. Intermediate recording on tape, and slowing down by 10:1 

'Would permit analysis by an analyzer wi th 2 kHz real-time frequency 
(e.g. Type 2031) . 

b) Aircraft Flyover Noise — IEC and FAA regulations require that a 
large proportion (typically > 95%) of the total signal is analyzed and 
thus real-time analysis is unavoidable. Note that real-time operation 
of both f i l tering and detecting systems is implied. 

c) Reverberation time measurements — Measurement of reverberation 
time in 1/3-octave bands requires that averaged 1/3-octave band 
sound pressure levels be sampled at short intervals (typically 1 /10 
of the reverberation time). This is discussed more fully in Section 6. 

Digital Filtering 
Only those aspects of digital f i l tering which are relevant to the discus­
sion here wi l l be touched upon; for a fuller discussion of digital f i l tering 
the reader is referred to Ref.1 . 

A recursive digital fi lter is a digital processor which receives a se­
quence of digital values at its input, (usually samples of a continuous 
time signal), carries out a digital operation (involving a limited number 
of the previous output values) on each input value, and outputs a sam­
ple for each input sample. The continuous sequence of output values 
wi l l in general, be fi ltered wi th respect to the input values, and the f i l ­
tering operation can be designed to be equivalent to virtually any anal­
ogue fi ltration on the equivalent continuous analogue signal. 

Fig.6 shows a typical 2-pole digital filter section as employed in the An­
alyzer Type 2 1 3 1 . Its f i l tering action can be made equivalent to vir tu­
ally any analogue 2-pole filter by appropriate choice of the constants 
H 0 , B-| and B 2 . It wi l l be appreciated, for example, that for it to be 
equivalent to a simple (2-pole) damped resonator, the 3 coefficients 
give sufficient flexibility to vary the resonance frequency, damping fac­
tor, and overall amplification of the resonator. 

Higher order fi lters can be obtained by cascading 2-pole sections (the z-
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Fig. 6. Block diagram of 2-pole digital filter used in the 2131 

transform of the overall characteristic wi l l thereby be the product of the 
individual z-transforms, see Ref.1). Ref.1 gives details of how equiva­
lents of wel l -known analogue filter types can be designed. There are 
two very important points to remember about digital fi lters designed in 
this way: 

1) The type (e.g. bandpass, lowpass, highpass) and class (e.g. Butter-
wor th , Chebyshev) of filter is entirely determined by the filter coeffi­
cients (e.g. Bi , B2, H Q in Fig.6) and once decided results in perma­
nently fixed filter characteristics. 

2) The filter characteristics are determined only in relation to the sam­
pling frequency; a digital fi lter knows nothing about actual physical 
frequencies. Thus the centre frequency and bandwidth (of, for exam­
ple a bandpass filter) for the same set of coefficients, wi l l be directly 

r 

proportional to the sampling frequency; halving the sampling fre­
quency wi l l result in the same proportional bandwidth, one octave 
lower in frequency. This is one of the reasons why digital f i lters are 
most appropriate to constant percentage bandwidth analysis on a lo­
garithmic frequency scale (i.e. one based on octaves). 

Another is related to the efficiency wi th which the same hardware can 
be timeshared between a large number of different fi lters when the fre­
quency scale is based on octaves. A discussion of the mode of opera-
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t ion of the Digital Frequency Analyzer Type 2 1 3 1 should make this 
clear. 

Fig.7 is a block diagram of the input and fi l ter section of the 2 1 3 1 . It 
wi l l be seen that the signal, shortly after entry, is converted into digital 
form and f rom then on all operations are digi tal . Before analogue-to-dig­
ital (A /D) conversion, the signal is f irst lowpass f i l tered w i th a 1 2-pole 
analogue lowpass fi l ter having its cut-off at 27 kHz wh ich is above the 
highest frequency of interest, viz. 2 2 , 4 kHz (the upper l imit ing fre­
quency of the 1 /3 -oc tave centred on 2 0 kHz). This is done to avoid alia­
s ing* (the sample rate of the A / D converter is 6 6 , 6 6 7 kHz). 

Fig. 7. Block diagram of input and filter section of 2131 

Each sample coming from the A / D converter is passed simultaneously 
through a 1/3-octave bandpass f i l ter ing section and a lowpass f i l ter ing 
section. In fact, each sample is passed through each section three 
t imes for the fo l lowing reasons: 

a) 1/3-octave f i l ter ing — The 1/3-octave fi l ter section consists of 
three 2-pole fi lter units in series and for each pass, coefficients are 
used which give a 6-pole Chebyshev fi l ter of 1/3-octave bandwidth. 
For each pass, the fi lter coefficients are changed so as to obtain suc­
cessively the three 1/3-octave centre frequencies in each octave 
(e.g. 20kHz , 16kHz and 12 ,5kHz in the highest octave). These 
three fi l ter characteristics are i l lustrated in Fig.8. 

* Shannon's sampling theorem states that a sampled t ime signal must not contain 
components at frequencies over half the sampling frequency. "A l i as ing " occurs when this 
condit ion is not met 
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Fig.8. Filter characteristic vs. sampling frequency 

b) Low-pass f i l ter ing — The low-pass f i l ter section consists of two 2-
pole fi lter units in series. Thus, during the three passes used to ob­
tain the three 1 /3 -oc tave f i l tered values, it is possible to circulate the 
data value three t imes through the lowpass fi l ter sect ion, achieving 
1 2-pole lowpass f i l t rat ion (in this case, incidentally, a Butterworth f i l ­
ter was used). The cut-off frequency of the lowpass f i l ter is one oc­
tave lower than the previous maximum frequency content. 

The reason for the lowpass f i l t rat ion is that it makes it possible to dis­
card every second sample wi thout losing any further informat ion, i.e. 
once the highest octave in frequency is f i l tered away it is quite valid to 
use half the previous sample rate whi le still complying w i th Shannon's 
sampling theorem. These lowpass f i l tered samples w i th half the sam­
pling frequency can now be fed back to the bandpass fi l ter sect ion, and 
since the fi l ter characteristics are defined only in relation to the sam­
pling frequency, the same fi l ter coefficients wi l l now give the three 1 /3 -
octave fi l ters one octave lower in frequency (see Fig.8). 

In a similar manner, the same fi l tered samples can be fed back to the 
lowpass fi l ter section and again f i l tered to one octave lower, once again 
al lowing each second sample to be discarded, and so on. 

It is possible to cont inue in this way for all lower octaves, thus obtain­
ing the complete 1/3-octave spectrum. This explains the presence of 
the mult iplexers at entry to both fi l ter sections. These must keep track 
of where the next sample to be f i l tered is located and where the result 
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is to be placed. It wi l l be found that provided it is possible to process a 
sample from the A / D converter (i.e. in the highest frequency octave) 
plus one other sample in each sample period, it is possible to produce a 
parallel real-time spectrum for all octaves up to and including the high­
est. The l imitation at the low frequency end is not in calculating capac­
ity, only in being able to store the results, and so in the 2131 the fre­
quency range is l imited to a little over 4 decades. The reason why this 
is possible can be understood by reference to Fig.9. This is a table 
showing the order of processing, at least of the first few samples in 
each octave, both in the 1/3-octave section and in the lowpass filter 
section. The lowpass fi ltered values (with every second one discarded) 
are fed back to the next lower octave in both filter sections. Consider­
ing the number of samples to be processed in each octave, and calling 
the number in the 1 6 kHz octave M, the number in the 8 kHz octave is 
M / 2 , in the 4kHz octave M / 4 , and so on. Thus the total number of 
samples to be processed in all octaves below the highest is M ( 1 / 2 + 
1 / 4 + 1 / 8 + )= M, i.e. the same as the number of samples in 
the highest octave alone. Consequently, as shown in Fig.9, it is only ne­
cessary to process one data value from the highest octave plus one 
other in each sample period. 

Fig.9. Operation of 2131 digital filter unit 
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The operation of the analyzer can be converted to octave band f i l ter ing, 
once again basically by changing the f i l ter coefficients. Since only one 
filter is to be calculated in each octave it is possible to recirculate the 
data values more than once through the bandpass f i l ter ing section. In 
the 21 3 1 , two passes are used (3 would have been possible) giving 1 2-
pole f i l ters of the Chebyshev type. 

In a similar manner it is possible to perform for example, 1 /12-octave 
analysis, simply by changing the fi l ter coeff icients. Since the 2 1 3 1 can 
only calculate 3 f i l ters per octave at a t ime it is necessary to make 4 
passes, each t ime calculating a dif ferent set of three 1/12-octave f i l -
ters in each octave (Ref.2). An alternative would have been to have l i ­
mited the (real-time) frequency range to one quarter (5 kHz) to obtain 
the extra t ime necessary to make 4 t imes as many calculations in each 
octave. The major point, however, is that there is no l imit to how far 
down in frequency one can go, from a given maximum real-t ime fre­
quency, when the frequency axis is based on octaves. 

As previously ment ioned, the same fi l ter coefficients w i l l give exactly 
the same filter characteristics for each octave, simply by successively 
halving the sampling frequency. Wi th in each octave, however, the char­
acteristics are not in general identical. In the design, an attempt is 
made to obtain characteristics as close as possible to the equivalent an­
alogue f i l ters, wh ich in general would have symmetrical characteristics 
on a logarithmic frequency scale. However, digital f i l ters depart f rom 
the equivalent analogue f i l ters in two ways: 

1) Because of a periodicity introduced by sampling in t ime (Ref.2) the f i l ­
ter characteristic folds about the Nyquist frequency (half the sam­
pling frequency) wh ich has a non-uni form inf luence on the various 
fi l ters w i th in one octave (see Fig. 1 0). 

2) The folding is counteracted by the lowpass fi l ter characteristic of the 
antial iasing f i l ters, wh ich thus have an inf luence on the overall char­
acteristic. The lowpass fi l ter is the same, however, for all f i l ters in 
each octave and thus also has a different effect on their f i l ter charac­
teristics (see Fig. 1 0). 

It must be kept in mind that the deviations referred to above are very 
minor in nature, and in fact are only detectable from about — 3 0 dB 
wi th respect to the reference level in the passband (Fig.8). The fi l ters 
are wel l w i th in the requirements of the most str ingent standard specif i­
cations. 
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Fig. 10. Overall filter characteristics including fowpass filtration 

Whi le on the subject of digital f i l ters, it should be pointed out that in 
theory it is possible to design f i l ters having constant bandwidth on a l in­
ear frequency scale, but it is not then possible to t ime-share the hard­
ware in the same eff icient manner, and thus the FFT technique wou ld 
normally be more economical. The reasons for this w i l l now be dis­
cussed in detai l . 

The Fast Fourier Transform (FFT) 
The FFT procedure, wh ich was rediscovered by Cooley & Tukey in 
1965 (Ref.3) is a particularly eff icient way of calculating the so-called 
"Discrete Fourier Trans form" (DFT). The latter may be interpreted as a 
f in i te, discrete version of the Fourier Integral Transform. 

The formulas for the DFT are as fol lows: 

/ A """ l Inkii 
G(k) = ™~ 2^ g(n)e -J~^~ (Forward Transform) (1) 

' V n -- 0 

A ' - I 2 n k n 

g(n) = ^ G(k)e/~^~ (Inverse Transform) (2) 
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where G(k) represents the (complex) frequency spectrum at N different 
frequencies from zero to (just less than) the sampling frequency fs. The 
frequency increment (Af) between spectrum samp les - f s / N and kAf is 
thus the actual frequency corresponding to G(k). Likewise, g(n) repres­
ents the time signal at N different points from zero to (just less than) T 
the total record length. The t ime increment between samples (At) = T /N 
and thus nAt represents the actual t ime corresponding to g(n). 

Looking at equation (1) it wi l l be appreciated that the N values of fre­
quency (kAf) are equally spaced on a linear frequency scale, and it can 
easily be shown (Ref.2) that the resolution bandwidth is a fixed propor­
tion of the line spacing (i.e. constant bandwidth). In general, the time 
samples g(n) may be complex, but since in practice they are normally 
real, it is usual to transform N real values as though they were N /2 
complex, and manipulate the result (Ref.4) so as to obtain N /2 fre­
quency components up to the Nyquist frequency (half the sampling fre­
quency). This does not however, change the constant bandwidth, linear 
frequency scale nature of the analysis. 

It is possible to convert an FFT analysis to constant percentage band­
width on a logarithmic frequency scale, but it is important to realise the 
restrictions that this imposes on the results. Taking the typical case of 
a 400- l ine analysis, as shown in F ig .11 , at the maximum frequency 
(line 400) the relative bandwidth is 1 / 4 0 0 = 0,25%. One decade lower 
(line 40) the bandwidth is 2,5%, and thus for example conversion to 
3% bandwidth is only possible one decade at a t ime. Two decades 
lower (line 4) the bandwidth is 25% and thus already greater than 1 /3 -
octave (23,1%). The above figures assume a bandwidth equal to the 
line spacing, which applies for flat weight ing of the data. In the normal 
practical case (with continuous signals) the data are weighted by a 
weighting function such as Hanning, to improve the filter characteris­
tic, but this at the same t ime increases the bandwidth by 50%. 

Fig. 1 7. Relative bandwidth of a constant bandwidth spectrum 
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It is therefore common practice when converting to 1/3-octave band­
width to do it 1 V2 decades at a t ime. Let us look at what this means 
for the three decades 20 Hz— 20 kHz. First a spectrum to 20 kHz is 
generated, and converted for all frequencies above about 6 3 0 Hz. The 
t ime record corresponding to a single transform is 20 ms. It is then ne­
cessary to obtain a new spectrum to 6 3 0 Hz, which thus requires a 
thirty times lower sampling frequency and a thirty t imes longer t ime re­
cord. Even if averaging is performed on the linear spectra, before con­
version, in order to improve statistical reliability, the same ratio of thirty 
must be maintained. Thus one only looks at the high frequency informa­
tion 20 ms out of every 6 5 0 and the procedure is obviously not real­
t ime. In practice, the time taken to make the conversion means that the 
total t ime to obtain a complete spectrum is even more than 6 5 0 ms, ty­
pically 2 s or so. 

Converting only one decade at a t ime (such as is necessary wi th 3—4% 
bandwidth) means that the t ime ratio between highest and lowest de­
cades is 1 00:1 . 

There is another detrimental effect of this conversion which has to do 
wi th filter characteristics. It wi l l be seen from Fig.12 that because the 
original filter characteristic is symmetrical on a linear frequency scale, 
the result of integrating a number of adjacent fi lters together wi l l be 
also, and thus wi l l be unsymmetrical on a logarithmic frequency scale. 

Fig. 12. Effect on filter characteristic of combining filters 
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Perhaps more importantly, over one decade the relative steepness of 
the flanks of f i l ters obtained in this way wi l l vary by a factor of 10:1 
(and over IV2 decades by 30:1) . Thus, where two successive de­
cades are f itted together there wi l l be a sudden change of 10:1 in f i l ter 
flank steepness (see Fig.13) even though both may be w i th in the toler­
ances specified for a particular f i l ter class. It wi l l be appreciated that 
this sort of variation in f i l ter characteristic is at least an order of magni­
tude greater than that discussed in connection w i th digital f i l ters in Sec­
t ion 4. 

Fig. 13. Variations in filter characteristic with synthesized constant per­
centage bandwidth filters 

There is one further point to watch when converting constant band­
width spectra to constant percentage, in particular 1/3-octave. At the 
highest frequency in each linear spectrum it w i l l be necessary to inte­
grate approximately 100 lines together (actually 9 2 , 4 for 1/3-octave). 
Thus, the result obtained can be 2 0 d B higher than the original levels, 
and it is thus necessary to take this into account when judging linear­
ity. The 2 0 3 1 Analyzer, for example, has a linearity better than 0,1 dB 
or 0 , 0 1 % of ful l-scale. The latter appears very smal l , and is in fact 
equivalent to — 8 0 dB, but after integrating to 1 /3 -oc taves the same ac­
curacy would apply to — 60 dB. This means that a 1/3-octave level 
measured at — 6 0 dB could possibly be in error by as much as + 6 d B or 
—°o. This problem was in fact more prevalent w i th t ime compression an­
alyzers, where the linearity specification was typically 0 , 1 % instead of 

19 



0 , 0 1 % and thus the whole problem is shifted up by 2 0 dB. It is also 
more likely w i th t ime compression than w i th FFT that the errors in l ine­
arity could occur over all the lines integrated into a 1/3-octave band. 

In order to assist in assessing all the foregoing information some exam­
ples wi l l be given of typical applications of the various techniques. 

Examples where Digital Filtering Preferable 
These include all the previously mentioned cases where real-t ime analy­
sis of non-stationary signals in 1/3-octave bands is required, viz. 

1 . Aircraft flyover noise 
2. Vehicle passby noise (1 /3-octave) 
3. Reverberation t ime measurements. 

The latter wi l l be discussed in some detai l . 

The reverberation t ime in a room/enc losure is the equivalent t ime taken 
for the smoothed sound pressure level to fal l 60 dB (based on a linear­
ized decay curve wh ich may extend over less than 60dB) on removal of 
the exciting signal. The same defini t ion applies to individual 1/3-octave 
bands which are sometimes employed to give a better indication of the 
damping properties of the enclosure at dif ferent frequencies. Averaging 
is required to damp out random f luctuat ions (in particular when the ex­
citing signal is random, such as pink noise), but the averaging t ime 
must be suff iciently short so as not to inf luence the results. Where ex­
ponential (i.e. RC) averaging is employed, as is normally the case, the 
detector level can itself not fall more than 8,7 dB per averaging t ime 
(Ref.2). Thus, so as not to l imit the rate of fall of the measured signal 
(and al low some f luctuat ion above and below the mean line) the aver­
aging t ime must not be greater than about 1 / 1 0 of the reverberation 
t ime. 

For example, w i th the Analyzer Type 2 1 3 1 , it is possible to employ an 
averaging t ime of 31 ms and read out values at intervals of 4 4 ms. This 
permits the measurement of reverberation t imes down to about 0,3 s. It 
wi l l be appreciated that the signal is then changing so rapidly that real­
t ime operation is necessary. It was common in the past to make several 
measurements of the reverberation t ime and average them to obtain a 
more reliable result. Using a desk top calculator in conjunct ion w i th the 
Digital Frequency Analyzer Type 2 1 3 1 it is possible to employ another 
approach, where individual samples of the decay curve may be aver-

r 
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aged to obtain a smooth result (Ref.5). This has the advantage that 
changes in slope can more easily be detected and measured (Fig. 14). 

ft°" ~ F"* 1~ | ^ - ^ r—i~\ | \ L . I -878 ms 

4 0 ^ - ^ * t - t t 1 ' 1 1 4 _ — - 1 * — = H , 1 1 /,;„■;",.-
3 6 9 12 l b 18 21 24 27 3C 33 36 39 42 

Fig. 14. Typical time-frequency-ampiitude landscape 

Other cases where digital f i l tering is to be preferred, are 1/3-octave 
measurements of 
1) continuous signals containing short impulses which might be missed 

by a non-real-t ime analysis method. Noise and vibration signals from 
slow speed reciprocating machines such as diesel engines and hy­
draulic pumps provide typical examples; 

2) transients which are longer than the record length of an FFT anal­
yzer which might otherwise be used. If an entire transient can be 
contained in the FFT analyzer memory (without losing important high 
frequency components) then the signal itself intrinsically contains 
less than 2 decades of frequency information and it w i l l be valid to 
convert this single spectrum to 1/3-octaves over the highest two de­
cades. When the transient cannot be contained in this way (which 
would often be the case wi th sonic booms, for example) it wi l l be ne­
cessary to use a real-time 1/3-octave analysis method, e.g. digital 
f i l ter ing. 

Examples where FFT preferable 
These include all the previously mentioned cases where it is desired to 
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detect equally spaced frequency components, e.g. harmonics, side­
bands, and " in terharmonics" . The latter wi l l be taken as a typical exam­
ple: 

Fig.15 shows vibration spectra measured at the bearings of a rotating 
compressor before and after a maintenance shutdown. Before the shut­
down only the low harmonics of the running speed (approx. 1 65 Hz) 
were evident, but after the shutdown not only a half-order subhar-
monic, but also the " in terharmonics" of order 11/2 ,2l/2 ,3 72 etc. are pres­
ent. Sohre (Ref.6) states that exact half-order components arise typi­
cally as a result of lack of t ightness of mechanical assembly of (journal) 
bearing components. In the authors' experience such mechanical loose­
ness ("ratt l ing") tends to give rise to interharmonic components, also. 
Sohre points out the importance of distinguishing between this case 
and that of "oi l w h i r l " where the frequency of the vibration is at just 
less than half the rotational speed ( 4 2 — 48%). Expressing the results 
on a linear scale wi th constant bandwidth immediately allows this dis­
tinction to be made purely from the pattern of the result. 

Fig. 15. Half order components presumably arising as a result of me­
chanical looseness 

In general it can be said that diagnosis, in particular that based on dis­
crete tones, is aided by having the spectrum expressed on a linear fre­
quency scale wi th constant bandwidth. 

A case in point is the evaluation of vehicle pass-by noise on a narrow 
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band basis (e.g. Ref.7). This is not standardized for evaluation pur­
poses, but is useful for diagnostic purposes in order to locate dominant 
noise sources. 

Another case where constant bandwidth analysis on a linear scale is ab­
solutely necessary (though not necessarily in real-time) is in cepstrum 
analysis. Cepstrum analysis is useful (Ref.8, 2) for echo detection and 
removal, voice pitch detection and speech transmission, and in the de­
tection and separation of mixtures of families of harmonics and side­
bands. 

Examples where choice is difficult 
1) Where it is desired to use a real-time analyzer for "machine health 

moni tor ing" , the choice is not clear-cut. We have seen that for detec­
tion of faults in machines it was desirable to have constant percen­
tage bandwidth on a log frequency scale, whi le for diagnosis of 
faults it was preferable to have constant bandwidth on a linear 
scale. However, the diagnosis would probably normally take preced­
ence, particularly in view of the fact that the problems mentioned 
wi th respect to spectrum comparison for fault detection can be 
eased by: 

a) Using a tacho-signal to control the clock of an FFT analyzer to ob­
tain an order analysis and thus reduce the influence of small 
speed f luctuations. 

b) Analyze the same signal in several different frequency ranges to 
cover the total range of possible faults. 

c) The above two measures are somewhat t ime-consuming, so as 
an alternative where many spectrum comparisons are to be 
made, it would probably be justif ied to obtain a desk-top calcula­
tor in order to make conversions to constant percentage band­
width . The calculator could also be used then for making the com­
parisons automatically and thus reduce a lot of the drudgery asso­
ciated wi th visual comparison. Note that this is one situation 
where synthesis of constant percentage bandwidth is just i f ied, as 
the signals in question are stationary, and the importance of filter 
characteristic is not so great since the results do not have to be 
used for acoustical purposes; they only need to be repeatable. 

2) Where the basic purpose of the analyzer is to aid in reducing the 

23 
r 



noise produced by machines or other products there is also a prob­
lem. In order to evaluate and state the results correctly, it w i l l usu­
ally be necessary to make 1/3-octave measurements satisfying the 
relevant acoustical standards on f i l ter characteristics etc. On the 
other hand narrow-band analysis wi l l be desirable for diagnosis of 
the source of troublesome noise components. The choice here de­
pends on wh ich is most important, the acoustical results or the diag­
nosis. For simpler machines, a 1 /12-octave or 1 /24-octave band­
wid th analysis might be adequate for diagnosis in wh ich case digital 
f i l tering would be the preferred method. 

3) For continuous monitor ing of the frequency spectra of a number of 
machines digital f i l ter ing wou ld again be preferable because the real­
t ime operation wou ld permit the shortest possible analysis t ime for 
each monitor ing point and thus maximize the number of channels 
surveyed by one instrument. It goes wi thout saying that this monitor­
ing is best carried out using constant percentage bandwidth over a 
wide frequency range, though once a fault is discovered it is best to 
have constant bandwidth analysis for diagnostic purposes. In large 
monitor ing schemes it wou ld be just i f ied to have a separate FFT anal­
yzer for such t rouble-shoot ing, since the digital f i l ter wou ld be 1 0 0 % 
occupied w i th the permanent moni tor ing. 

4) Quality control by spectrum monitor ing is a similar problem, but is 
complicated by the fact that there may only be a l imited number of 
suspected faul ts, and thus it may be suff icient to monitor a constant 
bandwidth spectrum over a l imited frequency range in wh ich case 
the FFT analyzer may be the best choice. Once again, synthesized 
constant %-bandwidth would also be valid here since the signals are 
normally stationary, and it is only necessary to ensure repeatabil ity. 
On the other hand digital f i l ter ing may be more economical because 
it produces the results more rapidly. 

It is hoped that these examples w i l l give an idea of the factors wh ich ty­
pically play a role in the decision of wh ich analyzer type is best for a 
given purpose. 
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News from the Factory 

Narrow Band Spectrum Analyzer Type 2 0 3 1 

The Narrow Band Spectrum Analyzer Type 2031 calculates a 4 0 0 chan­
nel constant bandwidth RMS power spectrum of continuous and tran­
sient vibration and acoustic signals. The analyzer uses the FFT algor­
ithm to transform records of 1024 samples of the input signal into the 
frequency domain. The time taken to generate a single spectrum is less 
than 2 0 0 ms, giving real-time operation up to greater than 2 kHz. The 
frequency range of the instrument is pushkey selectable in a 1-2-5 se­
quence from 0 — 1 0 Hz to 0 — 20 kHz. Alternatively, by using an exter­
nal sampling source, the frequency range can be made to float, allow­
ing the 2031 to track phenomena of variable frequency, as in, e.g., or­
der analysis. 

The recording takes place in a transient recorder having two parallel 
memories. Whi le the free running mode of the recorder is used for ana­
lyzing continuous signals, the triggered mode is used when analyzing 
intermittent or transient data. The triggering source may be internal 
wi th a level variable in 2 0 0 steps across the input voltage range or ex­
ternal from a TTL pulse. In the triggered mode, the after trigger record­
ing setting can be adjusted between 0,0 to 9,9 record lengths in steps 
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of 0,1 record lengths — a very useful feature for analysis of transient 
data. Also in the analysis of cyclic processes, it allows part of the sig­
nal to be gated and analyzed independently from the rest, e.g. the open­
ing or closing of a valve in a machine cycle. 

After Fourier transformation the data can be exponentially or linearly av­
eraged over 1 to 2 0 4 8 spectra. A hold max. mode is also available, 
allowing the maximum value occurring in each channel to be held. 

Both the instantaneous and the averaged spectrum can be displayed on 
an 1 1 " calibrated screen which may also be used to show the time 
funct ion. Either of these spectra can be stored in a reference spectrum 
memory and recalled later for comparison wi th new, incoming data. A 
further display mode gives the difference between the two spectra, 
whereby changes in spectra can be identified and transfer function 
magnitudes can be measured where sufficient stationarity exists. The 
frequency and RMS amplitude of any channel in the spectrum, or the 
relative position of any sample in the t ime function can be read from al­
phanumeric displays on the screen by using the line selector. 

The amplitude display range of the 2031 can be set to 80 dB, 4 0 dB, or 
2 0 d B . As the full scale level can be varied over 8 0 d B in 10dB steps, 
a 40 dB or a 20 dB amplitude window from the displayed spectrum can 
be expanded to fi l l the entire screen. Similarly when a t ime function is 
displayed, the time axis can be expanded by a factor of 3. 

Read-outs from the display can be plotted using a Level Recorder Type 
2307 or (optional), an X—Y Recorder via the analog output, or digitally 
transferred to an IEC compatible peripheral via the IEC interface. The 
IEC interface also allows complete remote programming of the 2031 
from an IEC compatible desk top calculator and input and output of all 
displayed data along wi th the complex spectrum and original (rather 
than displayed) t ime funct ion. 

Prior to recording and transformation, the input signal is passed 
through an antialiasing filter which is automatically selected wi th the 
frequency range. Before transformation the t ime signal may be 
weighted using the Hanning weight ing to improve selectivity in the ana­
lysis of continuous signals. 
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X—Y Recorder Type 2 3 0 8 

X—Y Recorder Type 2 3 0 8 is designed for fast, accurate, linear DC re­
cording of slow and rapidly changing signals. Its fast slewing speed of 
1 0 0 0 r n m / s (overshoot less than 1 % of ful l scale) and maximum accel­
eration of 1 0 0 m / s 2 make it ideal for most laboratory work where hard 
copies of signal waveforms, Lissajous plots, frequency responses and 
analyses are required. 

The wri t ing system of the recorder accepts push-fit f ibre-tipped pens 
and has a large wri t ing area (185>< 2 7 0 mm) wi th electrostatic paper 
hold that f irmly grips most types of paper up to A 4 (DIN) size. The pen 
and the pen carriage are driven by separate low intertia, servo motors 
which are fully protected against excessive drive current and overloads. 

Both the X and Y channels have high impedance floating inputs w i th 
normal and inverted input modes. 15 calibrated sweep sensitivities be­
tween 0,02 and 5 0 0 m V / m m may be selected which may be continu­
ously adjusted between settings by separate potentiometer controls. 
The overall record linearity and accuracy obtained is better than 0 , 1 % 
and 0,2% of ful l scale respectively. 

The built-in sweep generator may be used to control the X or Y sweep 
of the recorder. It has 9 sweep rate settings between 0,2 and 
l O O m m / s plus "Forward" , "Ho ld " , "Reverse" and "Reset" modes. 
The ramp voltage output of the generator may be used to remotely tune 
voltage controlled types of frequency analyzers and signal generators 
for automatic recording of frequency responses and frequency anal­
yses. Separate zero set and ramp set controls permit synchronous tun­
ing wi th the X or Y sweep of the recorder and enable zero and ful l 
scale pen deflections to be set anywhere wi th in the wr i t ing area. 
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For simple and straight-forward operation "Power Off" , "Stand-by", 
"Paper Hold" and "Pen Dr ive" functions are on one mult i funct ion con­
trol switch. The recorder may also be rack or bench mounted in either 
vertical or horizontal planes. 

Calibrator for B & K Hydrophones Type 4 2 2 3 

This calibrator is a high level precision sound source which provides a 
rapid and easy method for the calibration in air of sound measuring sys­
tems which use B & K hydrophones as transducers. The principle of op­
eration of the calibrator is that of a pistonphone in which a sound pres­
sure is produced in the coupler cavity of the 4 2 2 3 by four pistons 
which oscillate back and forth in phase. The frequency of the calibra­
tion tone is maintained wi th in ± 2 % of 2 5 0 Hz by a transistor circuit. 
The calibration accuracy obtained is w i th in ± 0,3 dB. 

For connecting the different size B & K Hydrophones to the calibrator, 
three different couplers are included. The sound pressure levels pro­
duced in the coupler volumes by the 4 2 2 3 are 1 5 9 d B , 1 6 2 d B , and 
166dB re. 1 /jPa when used wi th B & K Hydrophones Types 8 1 0 1 , 
8 1 0 0 (and 8104) and the 8 1 0 3 respectively. These high sound pres­
sure levels enable accurate calibrations even in noisy surroundings. 
The sound pressure level in the coupler volume can be monitored wi th 
a 1 / 2 " microphone which enables the calibration to be traceable to 
NBS. This facility also permits calibration of sound measuring systems 
which terminate wi th a 1 / 2 " microphone when the dummy hydro­
phone supplied wi th the 4 2 2 3 is placed in the coupler. 
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The calibrator is powered by six alkaline batteries, the condition of 
which may be checked by setting the control switch to the "Bat t . " posi­
t ion. This should result in a higher frequency tone than emitted in the 
" O n " position (approx. 3 2 0 Hz wi th new batteries). 

Mechanical Filter for Accelerometers UA 0 5 5 9 

When carrying out vibration measurements it may be desired to prevent 
the accelerometer from detecting high frequencies for one of the fol low­
ing reasons: 

1 . When low frequency vibration is measured (especially low levels) 
high level, high frequency acceleration may mask the low frequency 
components because of preamplifier overload, distort ion, lack of elec­
tronic f i l ters, etc. 

2. When the resonant frequency of the accelerometer is excited by high 
frequency vibration (which may wel l be of insignificant level) wide 
band measuring errors and overload may occur. By using the me­
chanical fi lter UA 0 5 5 9 the useful dynamic range of the measuring 
instruments can be increased by more than 2 0 d B . 

3. To protect the accelerometer from damage if it is likely to be sub­
jected to transient shock levels beyond its maximum capability. 

By interposing the mechanical fi lter between the accelerometer and the 
test object, the transverse and main axis resonances (the Q factors of 
which are typically 30 dB in amplitude) are substituted by a highly 
damped resonance response of only 3 to 4 dB amplitude. The acceler-
ometer's own axial resonance is suppressed by 25 to 30 dB and shifted 
up in frequency due to decoupling of the mass above the fi l ter. 
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When a tunable fi lter is not available, the frequency range of interest 
can be extended by choosing an accelerometer w i th a lower mass, and 
reduced by adding mass loads on top of the mechanical fi lter respec­
tively. Hereby a specific upper cut-off frequency can be achieved — e.g. 
when measuring vibration on human hand, arm, or body where the fre­
quency range is normally l imited to below 1 0 0 0 Hz. 

The stiffness and damping of the fi l ter medium, butyl rubber, are de­
pendent on ambient temperature, opt imum damping being obtained be­
tween 20° and 50°C. A tommy bar included wi th the set can be in­
serted through the filter to relieve the rubber core of excessive torque 
when the accelerometer is t ightened down. 
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